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Lecture 1 reading



https://arxiv.org/html/2401.03428v1 

“We define AI as the 
study of agents that 
receive percepts from the 
environment and perform 
actions.”
— Artificial Intelligence: 
     A Modern Approach, 
  Stuart Russell & 
  Peter Norvig (2003).

Jan 2024

https://arxiv.org/html/2401.03428v1


LLM = Large Language Model
LMM = Large Multi-modal Model

https://arxiv.org/html/2401.03428v1 

https://arxiv.org/html/2401.03428v1


Table 1: List of LLM-based Single-Agent System.

ID Name Field Training Environment Data Evaluation Modality Feedback Tool Planning Review

1 Out of One[29] Sociology No Text No with human Text None None None None
2 Horton [30] Sociology No Text No with human Text None None None None
3 Park et al. [31] Sociology No Text No with human Text None None None None
4 Social AI School[32] Sociology Yes Simulation environment Yes Comparison available Image to text self-feedback None None RL
5 S3[33] Sociology No Text No with humans Text environmental None None None
6 Li et al. [34] Sociology No Text No None Text None Yes None None
7 Li et al. [35] Sociology No Text None with human Text None None None None
8 ChatLaw[36] Law Yes Text Yes with models Text None None None None
9 [37] Law Yes Text Yes with models Text None None None None

10 ChemCrow[38] Chemistry Yes Experimental environment Yes LLM and expert assessment Multimodal self-feedback Yes ICL ICL
11 ChatMOF[39] Material Science No Experimental environment Yes success rate available Multimodal self-feedback Yes ICL ICL
12 Mathagent[40] Mathematics Yes Text Yes None Text None None None None
13 [41] Mathematics Yes Text Yes with models Text None None None None
14 IGLU[42] Collaborative Yes IGLU competition No with models Text humanfeedback None None RL
15 GPTEngineer[43] Code No Code Environment No None Text self-feedback Yes ICL ICL
16 SmolModels[44] Code No Code Environment No None Text self-feedback Yes ICL ICL
17 DemoGPT[45] Code Support Code Environment Support None Text self-feedback Yes ICL ICL
18 IELLM[46] Industrial Engineering No None None None None No No No No
19 DialogueShaping[47] Game No Game environment No with agents Text environmental No ICL RL
20 DECKARD[48] Game No Game environment No ablation study Text environmental No Multi-stage RL
21 TaPA[49] Embodied agents No Visual perception environment No with models Visual environmental No ICL ICL
22 Voyager[50] Game No Minecraft game No with models Text environmental No ICL ICL
23 GITM[51] Game No Minecraft game No with models Text environmental No ICL ICL
24 LLM4RL[52] Embodied agents Yes Different embodied environments No with baseline Multi environmental No None RL
25 PET[53] Embodied agents Yes AlfWorld interactive environment Yes with models Text self-feedback No Multi-stage None
26 REMEMBERER[54] None No Text No with models Text No Yes None RL
27 UnifiedAgent[55] Embodiedagents Yes Robot simulation environment Yes ablation study Multi None None None RL
28 SayCan[56] Embodied agents No Robot simulation environment Yes ablation study Multi No None External Method RL
29 AIlegion[57] Universal No No No None Multi None Yes ICL ICL
30 AGiXT[58] Universal No No No None Multi-modal None Yes ICL ICL
31 BabyAGI[59] Embodied agents No No No None Multi None Yes ICL ICL
32 LoopGPT[60] Universal None None None None Multi-modal Yes ICL ICL
33 GPTresearcher[61] Research None None None None Multi No Yes External Method None
34 SuperAGI[62] Universal None None None None Multi-modal None Yes ICL ICL

9

ICL=In-context 
learning



Table 2: List of LLM-based Multi-Agent System.

ID Name Field Training Environment Data Evaluation Modality Tool Planning Review

1 Generative Agents[63] Sociology No GameText No None Text No ICL reflection Cooperative CPDE
2 Williams et al. [64] Epidemiology research No Text None None Text None None None Cooperative CPDE
3 Boiko et al. [65] Chemistry No Experimental environment No None Multi Yes ICL ICL Hierarchical DPDE
4 ChatDev[66] Software Development No Software Development No on dataset available Text Yes ICL ICL Cooperative DPDE
5 MetaGPT[67] Code Support Code Environment Support with models Multi Support ICL ICL Cooperative DPDE
6 SCG[68] Code No Code Environment No with models Text Yes ICL ICL Cooperative DPDE
7 GPT4IA[69] Industrial environment Yes Engineering environment No None Multi Yes ICL ICL Cooperative DPDE
8 Planner-Actor-Reporter[70] Embodied environments Support A 2D partially observable grid-world No task success rate Image plus text No ICL ICL Cooperative DPDE
9 ProAgent[71] Universal No Text No with models Multi No None None Hierarchical DPDE

10 SAMA[72] Game No Game No with models GameText No ICL ICL and RL Cooperative DPDE
11 Co-LLM-Agents[73] Game No Game No with models GameText No None None Cooperative DPDE
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Multi-Role Coordination: Cooperative, Competitive, Mixed, and Hierarchical

Planning Type: 
• Centralized Planning Decentralized Execution (CPDE)
• Decentralized Planning Decentralized Execution (DPDE).









https://bair.berkeley.edu/blog/2024/02/18/compound-ai-systems/ 
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Curriculum
1) Why AI agents for science?

AI agents and the sense-plan-act-learn loop. Scientific Discovery Platforms (SDPs): AI-
native systems that connect reasoning models with scientific resources.

2) Frontiers of Language Models
Surveys frontier reasoning models: general-purpose LLMs (GPT, Claude), domain-
specific foundation models (materials, bio, weather), and hybrids. Covers techniques 
for eliciting better reasoning: prompting, chain-of-thought, retrieval-augmented 
generation (RAG), fine-tuning, and tool-augmented reasoning.

3) Systems for Agents
Discusses architectures and frameworks for building multi-agent systems, with 
emphasis on inter-agent communication, orchestration, and lifecycle management.

4) Retrieval Augmented Generation (RAG) and Vector Databases
Covers how to augment reasoning models with external knowledge bases, vector 
search, and hybrid retrieval methods.



Lecture 2 reading



Topics

• Quick LLM review
• Methods for improving LLM reasoning performance
• Prompting
• Chain-of-thought
• Retrieval-augmented generation (RAG)
• Fine-tuning
• Tool-augmented reasoning

• Fine-tuning models
• Domain-specific LLMs: e.g., materials, biology, weather



A quick look at large language models (LLMs)

LLMs are just one thing after another:

   Would à you

   Would you à tell

   Would you tell à me

   Would you tell me à please

   Would you tell me please à which



LLMs are self-supervised - pretrained - autoregressive

https://doi.org/10.1016/j.csbj.2021.03.022 

Would __
Would you __
Would you tell __
Would you tell me __
Would you tell me please __

Would you
Would you tell
Would you tell me
Would you tell me please
Would you tell me please which

Alice:       Would you tell me, please, which way I ought to go from here?
Cheshire Cat:   That depends a good deal on where you want to get to.
Alice:       I don’t much care where.
Cheshire Cat:   Then it doesn't much matter which way you go.
Alice:       ... So long as I get somewhere.
Cheshire Cat:   Oh, you’re sure to do that, if only you walk long enough.

https://doi.org/10.1016/j.csbj.2021.03.022


https://karpathy.ai/stateofgpt.pdf 

Billions of parameters
Trillions of tokens 

https://karpathy.ai/stateofgpt.pdf


770B tokens used to train the PaLM-540B model

Chowdhery, A., Narang, S., Devlin, J., Bosma, M., Mishra, G., Roberts, A., Barham, P., Chung, H.W., Sutton, C., Gehrmann, S. and Schuh, P., 2022. Palm: Scaling 
language modeling with pathways. arXiv preprint arXiv:2204.02311. Available at: https://arxiv.org/abs/2204.02311

https://arxiv.org/abs/2204.02311


LLMs can be fine-tuned for specific tasks

https://doi.org/10.1016/j.csbj.2021.03.022 

Would __
Would you __
Would you tell __
Would you tell me __
Would you tell me please __

Would you
Would you tell
Would you tell me
Would you tell me please
Would you tell me please which

(e.g., to predict the topic of a text fragment)

https://doi.org/10.1016/j.csbj.2021.03.022


Supervised fine-tuning (SFT)      Reward model training             Reinforcement learning* 

* Via proximal policy 
   optimization on reward 
   model 



https://karpathy.ai/stateofgpt.pdf 

https://karpathy.ai/stateofgpt.pdf


AuroraGPT*
Explore pathways towards a 
“Scientific Assistant” powered by 
Aurora supercomputer:
• Assemble high-quality scientific 

datasets for scientific FM training
• Adapt FM development methods 

to meet specialized needs of 
scientific FMs

• Assemble high-quality 
benchmarks to provide objective 
yardsticks for progress

• Apply and evaluate methods in 
areas important for DOE science

*named after the Leadership Class Supercomputer at Argonne that will be used for much of the research

AuroraGPT project groups:
• 01 Planning
• 02 Data
• 03 Model training (pre-training)
• 04 Evaluation (skills, trustworthiness, safety)
• 05 Post-training (fine tuning, alignment)
• 06 Inference 
• 07 Distribution 
• 08 Communication

2. 
Data prep

3. 
Pre-train

5. 
Post-train

6. 
Inference

4. 
Evaluation



AuroraGPT activities

2. 
Data prep

3. 
Pre-train

5. 
Post-train

6. 
Inference

4. 
Evaluation

• Large datasets of scientific text
• High-performance document parsing and 

de-deduplication pipelines
• Synthetic data generation methods

• Scalable pre-training pipelines 
for Polaris and Aurora

• Models trained with standard 
and enhanced datasets

Post-training models adapted to meet 
specialized needs of science FMs

• Acquire and deploy wide variety 
of evaluation suites

• New evaluation methods 
specialized for science FMs

Scalable inference 
methods for use on 
ALCF and other 
supercomputers



Example: Adaptive fine tuning of text-based FM

Down-
stream task

Down-
stream task

PDF 
parsing

MCQ 
generation

MCQ 
evaluation

FM fine-
tuning

Using Academy agent framework: https://academy.proxystore.dev  

+ de-duplication
+ multi-modal
+ …

“We need more documents on rare earths”

https://academy.proxystore.dev/


EAIRA: Multi-faceted eval methodology
New New

End-to-End

In the Wild

4 complementary evaluation techniques to comprehensively 
assess the capabilities of LLMs as scientific assistants.
EAIRA: A Methodology for Evaluating AI Models as Scientific Research Assistants, https://arxiv.org/pdf/2502.20309.

(Prior work by others, Prior work by authors, New work)

https://arxiv.org/pdf/2502.20309


https://arxiv.org/pdf/2108.07258.pdf 

The rise of foundation models [2022]

“The story of AI has been one of increasing emergence and homogenization.
  With the introduction of machine learning, how a task is performed emerges (is inferred 
  automatically) from examples; with deep learning, the high-level features used for prediction 
  emerge; and with foundation models, even advanced functionalities such as in-context learning 
  emerge. 
At the same time, machine learning homogenizes learning algorithms (e.g., logistic regression), 
deep learning homogenizes model architectures (e.g., Convolutional Neural Networks), and 
foundation models homogenizes the model itself (e.g., GPT-3).”

https://arxiv.org/pdf/2108.07258.pdf


https://arxiv.org/pdf/2108.07258.pdf 

The rise of foundation models [2022]

“The story of AI has been one of increasing emergence and homogenization.
  With the introduction of machine learning, how a task is performed emerges (is inferred 
  automatically) from examples; with deep learning, the high-level features used for prediction 
  emerge; and with foundation models, even advanced functionalities such as in-context learning 
  emerge. 
  At the same time, machine learning homogenizes learning algorithms (e.g., logistic regression), 
  deep learning homogenizes model architectures (e.g., Convolutional Neural Networks), and 
  foundation models homogenizes the model itself (e.g., GPT-3).”

https://arxiv.org/pdf/2108.07258.pdf


Foundation models

A large model trained on large datasets 
from many sources: Text, papers, datasets, 
code, molecules, etc.

Additional training to improve human 
interaction experience: E.g., ChatGPT-4

Exhibit emergent behaviors: Capable of 
tasks not originally trained to do

May have 100s of applications built on top

Trained on trillions of input 
“tokens” for many weeks on a big 
computer

SOTA models (GPT-4) have about 
1 trillion parameters

One Model ⟹ Many tasks

https://arxiv.org/pdf/2108.07258.pdf 

https://arxiv.org/pdf/2108.07258.pdf


Foundation Models (FMs): The starting point

Foundation models like GPT-3 and BERT are large-scale neural networks 
pretrained on vast corpora using self-supervised learning. Their power 
comes from:
• Scale (billions of parameters)
• Data diversity
• Generalization across tasks (zero/few-shot learning)
As statistical language models, they generate fluent output without 
robust internal reasoning, and often fail at multi-step logic



Foundation models have also led to surprising emergence 
which results from scale. For example, GPT-3, with 175 billion 
parameters compared to GPT-2’s 1.5 billion, permits in-context 
learning, in which the language model can be adapted to a 
downstream task simply by providing it with a prompt (a 
natural language description of the task), an emergent property 
that was neither specifically trained for nor anticipated to arise. 

Emergence from scale and prompting

https://arxiv.org/pdf/2108.07258.pdf 

https://arxiv.org/pdf/2108.07258.pdf


Training: Learn parameter values that 
encode deep structure in data 

Inference: Apply parameter 
values to predict next token 

More parameters

More training data

More training compute

More context

Richer workflows

How foundation models are created and applied



Method 1: Describe the task in the prompt

You are an expert chemist. Given the reactants SMILES, your task is to predict 
property of molecules using your experienced chemical Property Prediction 
knowledge. 

Please strictly follow the format, no other information can be provided. Given 
the SMILES string of a molecule, the task focuses on predicting molecular 
properties, specifically penetration/non-penetration to the brain-blood 
barrier, based on the SMILES string representation of the molecule. Please 
answer with only Yes or No, indicating whether or not the molecule 
penetrates the blood-brain barrier. 
SMILES: OCCN1CCN(CCCN2c3ccccc3Sc4ccc(Cl)cc24)CC1 
Penetration: No

Congratulations! You are a prompt engineer. Except it got the answer wrong.

A) With GPT-4, 12 months ago



Method 1: Describe the task in the prompt

You are an expert chemist. Given the reactants SMILES, your task is to predict 
property of molecules using your experienced chemical Property Prediction 
knowledge. 

Please strictly follow the format, no other information can be provided. Given 
the SMILES string of a molecule, the task focuses on predicting molecular 
properties, specifically penetration/non-penetration to the brain-blood 
barrier, based on the SMILES string representation of the molecule. Please 
answer with only Yes or No, indicating whether or not the molecule 
penetrates the blood-brain barrier. 
SMILES: OCCN1CCN(CCCN2c3ccccc3Sc4ccc(Cl)cc24)CC1 
Penetration: Yes

Congratulations! You are a prompt engineer. And you got the right answer.

B) With GPT-5, today



Prompt engineering: Stimulating latent 
abilities
Researchers realized you could coax latent reasoning capabilities out of 
FMs by using clever prompts:
• Few-shot prompting: Show the model examples.
• Chain-of-thought (CoT): Encourage step-by-step thinking.
• ReAct prompting: Interleave reasoning and actions (e.g., tool use).
These techniques began to unlock reasoning without retraining



In-context learning is 
an LLM paradigm 
where predictions are 
based solely on 
contexts enriched with 
a few demonstration 
examples. 
Also known as “few-
shot” learning

https://arxiv.org/abs/2301.00234 for survey, and https://arxiv.org/pdf/2305.18365 for chemistry examples 

Method 2: Provide examples in the prompt

https://arxiv.org/abs/2301.00234
https://arxiv.org/pdf/2305.18365


In-context 
learning
for our 
chemistry 
example

https://arxiv.org/pdf/2305.18365 

https://arxiv.org/pdf/2305.18365


Method 3: Chain of Thought

https://arxiv.org/abs/2201.11903 (2023)

Lecture 2 Reading 

https://arxiv.org/abs/2201.11903


Method 4: Ensemble multiple attempts

Self-consistency improves chain-of-thought reasoning in LLMs by sampling multiple diverse reasoning paths for a 
single prompt and then selecting the most frequent final answer, effectively acting as a self-ensemble

https://arxiv.org/pdf/2203.11171 

https://arxiv.org/pdf/2203.11171


Self-Consistency with Chain of Thought

• An advanced prompting method that enhances a language model's 
reasoning capabilities by : 
• Generate multiple reasoning paths: The model is asked to answer a question 

multiple times, generating a different "chain of thought" or step-by-step 
reasoning process each time.
• Sample diverse responses: The process uses varied reasoning paths, rather than a 

single greedy (most likely) one, to generate more diverse potential answers.
• Vote for the most consistent answer: After multiple reasoning paths have been 

generated, the model selects the most consistent or frequently occurring final 
answer from the set. This "majority vote" reduces the chance of a single bad 
reasoning path leading to an incorrect conclusion.

1. Add “think step-by-step“ to your original question
2. Ask the question repeatedly (n times) and collect the answers.
3. Apply voting to the collected answers to pick final answer.



Method 5: Ask for reflection
[Step 1] Solve the following question:
Q: Why does the moon cause tides?
A: The moon's gravity pulls on Earth's oceans...

[Step 2] Reflect on your answer. Are there mistakes, assumptions, or 
missing details?
Reflection: The answer does not mention the role of centrifugal force or 
the fact there are two tides per day.

[Step 3] Revise your answer using your reflection:
Revised Answer: The moon's gravity pulls on the oceans, creating a bulge. 
On the opposite side, inertia causes a second bulge...



Variants of reflection
Name Description

Reflexion (Shinn 
et al., 2023)

The agent reflects on failures and updates its behavior in 
subsequent trials. Often used in RL or agentic settings.

Critique and 
Revise

Prompt the model to critique a draft answer, then rewrite it 
using that critique.

STaR (Self-Taught 
Reasoner)

Model generates reasoning chains, uses final answers to 
teach itself via self-consistency + refinement.

ReAct + Reflect Combines reasoning and acting (ReAct) with a follow-up 
self-reflection step.

Tree of Thoughts 
(ToT)

After generating multiple thought branches, models reflect 
on paths and decide which to pursue further.



Method 6: Recreate our “System 2”

• Daniel Kahneman’s dual-system model (“Thinking: Fast and Slow”):
• System 1 is fast, intuitive, and automatic (reflexive responses, heuristics)
• System 2 is slow, deliberate, effortful, and logical (proofs, planning, 

debugging).

• Most LLM outputs are System 1-like by default: they produce fluent, 
plausible responses quickly, but may not reflect deep reasoning or 
error-checking

• “Recreating System 2” means guiding the LLM (or LLM + external 
components) to behave like a slow, deliberative thinker.



Chain-of-Thought (CoT) Prompting
Encourages step-by-step reasoning.
• "Let's think step-by-step."
• Often improves math, logic, and science question accuracy.

Self-Consistency + Sampling
Generate many CoT completions, then vote on final answers.
• Emulates multiple passes through a problem.

Reflection Loops
Prompt the model to critique or revise its own answer.
• Can be repeated recursively.
• Mimics metacognition (a key trait of System 2).

Method 6: Recreate our “System 2” (2/2)



Verifier or Critique Models
Use a second LLM (or the same LLM with a critique prompt) to:
• Score different candidate answers; suggest corrections; choose between 

competing solutions

Tree of Thoughts (ToT) / Graph of Thoughts
Encodes deliberation as exploration:
• Model generates, evaluates selectively expands multiple thought branches
• Emulates "consider multiple alternatives before deciding”

Tool Use + Memory
Give the model access to:
• External calculators, planners, search tools; scratchpads / working memory 

to mimic how System 2 uses tools and notes to support slow thinking.

Method 6: Recreate our “System 2” (1/2)



Tool-using and Interactive Models

Reasoning was extended by letting models:
• Use tools (APIs, calculators, databases)
• Interact with environments (web agents, code interpreters, robotic 

planners)
Examples include:
• ReAct (Yao et al.): interleaved thoughts and actions
• MRKL systems: Modular tool invocation
• AutoGPT, AgentGPT: Task-decomposing, memory-using agents

Here, models became planners and orchestrators, not just predictors

MRKL = Modular Reasoning, Knowledge and Language



Method 7: Access external tools for tasks
Offload tasks that LLMs are not good at. But: They do not “know” what they are (not) good at. 

ChatGPT 
plugins

Code Interpreter plugin



Modular Reasoning, Knowledge, and Language (MRKL) Systems

A set of modules (e.g., calculator, weather API, database)  a router that 
decides how to 'route' incoming queries to appropriate module

https://arxiv.org/pdf/2205.00445 

https://arxiv.org/pdf/2205.00445


The router
• Once the router has made the decision of which module to call upon, 

it needs to pass the right information to it. The router is a specialized 
neural net and therefore invoking a neural module is easy since the 
neural-to-neural interface is natural.
• However, when a neural network needs to access a database, make 

an API call, or invoke another symbolic computation, it must extract 
from the text discrete parameters required by the module. 
• The main message here is that there is no free lunch, but that lunch is 

in many cases affordable. 
• The cost is in training the router to extract the arguments reliably, 

which must be done rigorously.

https://arxiv.org/pdf/2205.00445 

https://arxiv.org/pdf/2205.00445


https://arxiv.org/pdf/2205.00445 

https://arxiv.org/pdf/2205.00445


Method 8: Chains/agents – ReAct (Reason + Act)

ReAct: Use LLM to generate both reasoning traces and task-specific 
actions in an interleaved manner, allowing for greater synergy 
between the two: 
• reasoning traces help the model induce, track, and update action 

plans as well as handle exceptions, while 
• actions allow it to interface with and gather additional 

information from external sources such as knowledge bases or 
environments

https://arxiv.org/pdf/2210.03629.pdf 
Lecture 2 Reading 

https://arxiv.org/pdf/2210.03629.pdf


Method 8: Chains/agents – ReAct (Reason + Act)

4 prompting methods solving a HotpotQA question. We omit in-context examples in prompt, and 
only show task-solving trajectories generated by model (Act, Thought) and environment (Obs). 



Method 9: Retrieval augmented generation
Load related context/information into “working memory” context window 



Query PubMed for ChatGPT 
feedstock

Recall example: A peptide expert 
(Prototyped with PubMed and ChatGPT)

Retrieve abstracts A from PubMed that 
reference specified peptide 

Use ChatGPT to build hypotheses by 
using retrieval-augmented generation: e.g.:
   “Given A, on which organism is {peptide} 
    acting?”

Arvind Ramanathan, Priyanka Setty, et al.



Self-improvement and feedback loops

The next leap involved turning the FM onto itself:
• Self-consistency: Generate multiple CoT responses and vote on final 

answers.
• Reflexion & Reflection: Ask the model to critique and revise its own 

output.
• STaR (Self-Taught Reasoner): Use its own outputs to fine-tune itself.
These methods moved models from single-shot output to deliberative 
computation, aligning with "System 2"-like behavior.



https://arxiv.org/pdf/2501.12948 

Lecture 2 Reading 

https://arxiv.org/pdf/2501.12948


Deepseek-R1 architecture

• Mixture of Experts (MoE): 671B parameters are partitioned among 
expert sub-models, each with 47B parameters, specialised in e.g., 
mathematical computation, logical deduction, language generation
• Reinforcement Learning (RL): Model learns by receiving rewards or 

penalties based on its actions, improving through trial and error
• E.g., if training on a prompt like "2 + 2 =", the model might receive a reward of 

+1 for outputting "4" and a penalty of -1 for any other answer

• Employs Group Relative Policy Optimization (GRPO) RL to avoid need 
for [large amounts of] human-labeled data
• Score LLM moves over multiple rounds by using predefined rules 

like coherence and/or fluency





https://epoch.ai/data/ai-benchmarking-dashboard 

Graduate-Level Google-Proof Q&A test (GPQA), Diamond problems

https://arxiv.org/pdf/2311.12022 

: 34%

: 81%

https://epoch.ai/data/ai-benchmarking-dashboard
https://epoch.ai/data/ai-benchmarking-dashboard
https://epoch.ai/data/ai-benchmarking-dashboard
https://epoch.ai/data/ai-benchmarking-dashboard
https://epoch.ai/data/ai-benchmarking-dashboard
https://arxiv.org/pdf/2311.12022


Example GPQA problems



AIME benchmark
American Invitational 
Mathematics Examination

https://www.vals.ai/benchmarks/aime-2025-09-08 

Example problems:

https://www.vals.ai/benchmarks/aime-2025-09-08
https://www.vals.ai/benchmarks/aime-2025-09-08
https://www.vals.ai/benchmarks/aime-2025-09-08
https://www.vals.ai/benchmarks/aime-2025-09-08
https://www.vals.ai/benchmarks/aime-2025-09-08
https://www.vals.ai/benchmarks/aime-2025-09-08
https://www.vals.ai/benchmarks/aime-2025-09-08


Pass@1: First result

Cons@64: Consensus (majority 
vote) results using 64 samples



https://blogs.nvidia.com/blog/difference-deep-learning-training-inference-ai/ 

https://blogs.nvidia.com/blog/difference-deep-learning-training-inference-ai/
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Scaling test-time compute

• Traditional FMs: Much time training deep neural network, then rapid 
(relatively low-cost) inference at test-time to answer questions 
• Recently: Make use of additional computation at test time so as to 

improve the accuracy of their response

Question: How to balance time spent on training (e.g., by training a 
bigger model or with more data) vs. test-time compute



PRM = process-based reward modelhttps://arxiv.org/pdf/2408.03314 

https://arxiv.org/pdf/2408.03314


Summary: Emergence of reasoning models (1/2)

Layered on top of or evolved from foundation models

1) Prompt-Based Reasoners (zero retraining)
• CoT, ReAct, SC-CoT, Few-shot reasoning
• Extend base LLMs without fine-tuning
• Fast iteration, but limited consistency

3) Fine-Tuned Reasoners
• Flan-T5, WizardLM, Mistral-Instruct, OpenChat
• Trained on curated reasoning datasets (math, logic, instruction tuning)
• More robust, but limited to their finetuned domains



Examples of fine-tuned reasoners

• Flan-T5 is a powerful and versatile, open-source Large Language Model 
(LLM) developed by Google, based on the T5 (Text-To-Text Transfer 
Transformer) architecture. It excels at a wide range of natural language 
processing (NLP) tasks due to its "instruction finetuning" on a massive, 
diverse dataset of over a thousand tasks, allowing it to understand and 
execute complex, zero-shot, and few-shot prompts.

• WizardLM is a family of advanced Large Language Models (LLMs) 
developed by Microsoft AI that excels in complex reasoning, chat, 
multilingual tasks, and agentic use cases. The models are trained using the 
Evol-Instruct method, which uses existing LLMs to automatically generate 
increasingly complex instructions and high-quality instruction-following 
data, leading to enhanced performance compared to traditional instruction 
fine-tuning methods.



Summary: Emergence of reasoning models (2/2)
3) Agentic Reasoners
• ReAct agents (planner + tool invoker)
• AutoGPT-like frameworks (multi-step task planners)
• Often combine memory + long-term planning, tool use, self-evaluation or self-reflection

4) Modular Reasoners
• Graph of Thoughts, Tree of Thoughts (expand multiple options before committing)
• Use LLMs as nodes in a higher-level cognitive architecture
• Inspired by human deliberation and planning algorithms

5) Multimodal Reasoning Models
• GPT-4V, LLaVA, Kosmos, IDEFICS
• Perform reasoning over text + images (and sometimes audio/video)
• Used in scientific discovery, robotics, and perception-heavy tasks



OpenAI models: What we know

• Reasoning models are designed to “think before answering” by 
generating internal chains of thought or planning tokens internally 
before producing a final answer
• The GPT-5 API has a parameter reasoning_effort that lets you adjust 

how much internal “thinking” the model does before giving its 
answer
• The GPT-5 system is described as having a router that decides 

whether to use a “fast” model or a “deeper reasoning” model 
depending on task complexity 
• For reasoning tasks, the reasoning models pay extra compute/latency 

to generate more structured or deliberative responses



What GPT o5 likely does
1.Parallel Reasoning at Test-Time

• Run multiple internal reasoning paths in parallel, then aggregate or vote among them before deciding on a 
final answer. (A pattern seen in many top-tier reasoning systems.)

2.Adaptive Reasoning Effort
• Dynamically scale the amount of internal compute (thinking steps) based on the complexity of the prompt — 

either automatically via the system, or via a parameter like reasoning_effort.
3.Routing Layer

• The model might route between lighter vs heavier reasoning modes. For easier queries, it may use a 
simpler path; for complex mathematics, it may escalate to deeper reasoning steps. This is consistent with 
the GPT-5 architecture.

• The model likely can call tools, perform code execution, search, or retrieve external knowledge as part of its 
reasoning pipeline.

5.Longer Context / Memory Handling
• To sustain reasoning over long chains or multi-step problems, it may maintain internal memory or context 

beyond just the prompt tokens.
6.Higher Accuracy / Reduced Hallucination via Verification

• It may include internal verification steps: after generating a candidate answer, re-evaluate or cross-check 
with alternative reasoning paths to ensure consistency.

7.User-Controlled Verbosity / Effort Trade-Offs
Provide knobs (parameters) so the user can dial down reasoning effort for speed, or dial it up for precision.



Domain-specific foundation models (DSFMs)

• LLMs are trained on natural language sequences
• DSFMs are large pretrained models, often transformer-based, that 

are tailored to the data distributions, task formats, and reasoning 
patterns of a scientific or technical domain. They may:
• Encode domain-specific priors (e.g., molecular structure, protein folding 

rules, physics laws)
• Leverage structured data formats (e.g., SMILES, PDB, netCDF, crystal graphs)
• Support inference + generation + simulation (beyond natural language)



DSFM landscape

Domain Model Types Key Traits
Biology Sequence, Structure, Docking Pretrained on PDB, UniProt, SMILES
Materials Graphs, Equivariant GNNs Crystal symmetry, DFT alignment
Climate Spatiotemporal Transformers CMIP, ERA5, nowcasting
Physics PINNs, Operators, Solvers Embeds physical laws

Math Formal logic, Step-by-step 
solvers Symbolic & neural proof assistants

Multimodal Vision–language–structure SEM, histology, spectra, graphs



Example: AlphaFold

Jumper et al, Nature, 2021



Example: Stormer

Fig 1. Illustration of an example 5-day forecast of near-surface wind speed (color-fill) and mean 
sea level pressure (contours). On December 31, 2020, an extratropical cyclone impacted Alaska 
setting a new North Pacific low-pressure record. Here, we evaluate the ability of Stormer to 
predict this record-breaking event 5 days in advance. Using initial conditions from 0000 UTC, 26 
December 2011, Stormer was able to successfully forecast both the location and strength of this 
extreme event with great accuracy. https://arxiv.org/abs/2312.03876 

https://arxiv.org/abs/2312.03876

